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Abstract— Extracting facial emotions is a great challenge in the area of computer vision, unlike humans, machines have a lot of
difficulties with interpreting emotions. Due to the work of Viola-Jones \cite{1} emotion detection is already more feasible. Using a fast
algorithm to extract the region of interest (ROI) for emotion detection brings the development of a real-time emotion classification
algorithm one step closer.

In this research an emotion detection algorithm aimed at real-time implementation on an embedded platform has been developed.
Several algorithms have been implemented and tested to evaluate their results with respect to their real-time performance potential and
classification efficiency. The developed algorithm relies on three fundamental findings, which relate to the way humans interpret
emotions. These findings are:

- Face detection (region of interest detection).
- Feature selection and extraction, to use relevant features which distinguish different emotions
- Interpreting extracted features, classify emotions based on their features

The face detection in the developed algorithm is not based on the Viola-Jones algorithm but on the Histogram of Oriented Gradients
(HoG) algorithm \cite{2}. The reason is that the HoG algorithm outperforms the Viola-Jones algorithm once implemented on the platform
designed for the emotion detection. Pre-processing the captured image before passing it to the HoG algorithm makes it possible to
achieve face detection in less than 5 ms.

After face detecting, the features are extracted in the region of interest (ROI). First 19 points located around the eyebrows, eyes, nose
and mouth are extracted from the ROI by using an ensemble of regression trees \cite{3}. This is accomplished in less than 2 ms. Then the
displacement ratio is calculated for 12 distances, as depicted in Figure 1, between these feature points. These displacement ratios are
used as the features for the classification algorithm.
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\caption{Image expressing surprise with the 12 distances (©Jeffrey Cohn).}
\end{figure}
For classifying the emotions multi-class support vector machines [4] are implemented in a cascade with SVMs for binary classification. This approach is chosen to improve the overall accuracy by training separate SVMs for emotions that are detected very weak. The results of this approach are significant with an average accuracy of 89.78% including outliers for the emotions of contempt and surprise. These results are obtained when deploying the proposed method on the Extended Cohn-Kanade Dataset (CK++) [5].

Comparing the accuracies of the developed algorithm with current state-of-the-art algorithms [6] and [7] it is clear that the proposed algorithm has a lot of potential. This algorithm outperforms the other algorithms in the detection of 4 emotions with outliers for contempt and surprise, as indicated in Table 1. Another aspect is that this algorithm is a real-time algorithm because the total processing time is less than 30 ms.
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Table 1: Accuracy comparison.

<table>
<thead>
<tr>
<th></th>
<th>Proposed method</th>
<th>[6]</th>
<th>[7]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>81.82%</td>
<td>71.39%</td>
<td>92.31%</td>
</tr>
<tr>
<td>Contempt</td>
<td>100%</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Disgust</td>
<td>96.55%</td>
<td>95.33%</td>
<td>93.62%</td>
</tr>
<tr>
<td>Fear</td>
<td>91.67%</td>
<td>81.11%</td>
<td>90.57%</td>
</tr>
<tr>
<td>Happy</td>
<td>94.12%</td>
<td>95.42%</td>
<td>84.62%</td>
</tr>
<tr>
<td>Sadness</td>
<td>64.29%</td>
<td>88.01%</td>
<td>86.05%</td>
</tr>
<tr>
<td>Surprise</td>
<td>100%</td>
<td>98.27%</td>
<td>90.24%</td>
</tr>
<tr>
<td>Neutral</td>
<td>/</td>
<td>/</td>
<td>90.74%</td>
</tr>
<tr>
<td>Average</td>
<td>89.78%</td>
<td>88.26%</td>
<td>89.74%</td>
</tr>
</tbody>
</table>


