Estimating dynamic transmission model parameters for seasonal influenza by fitting to age and season-specific influenza-like illness incidence
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\textbf{A B S T R A C T}

Dynamic transmission models are essential to design and evaluate control strategies for airborne infections. Our objective was to develop a dynamic transmission model for seasonal influenza allowing to evaluate the impact of vaccinating specific age groups on the incidence of infection, disease and mortality. Projections based on such models heavily rely on assumed ‘input’ parameter values. In previous seasonal influenza models, these parameter values were commonly chosen ad hoc, ignoring between-season variability and without formal model validation or sensitivity analyses. We propose to directly estimate the parameters by fitting the model to age-specific influenza-like illness (ILI) incidence data over multiple influenza seasons. We used a weighted least squares (WLS) criterion to assess model fit and applied our method to Belgian ILI data over six influenza seasons. After exploring parameter importance using symbolic regression, we evaluated a set of candidate models of differing complexity according to the number of season-specific parameters. The transmission parameters (average $R_0$, seasonal amplitude and timing of the seasonal peak), waning rates and the scale factor used for WLS optimization, influenced the fit to the observed ILI incidence the most. Our results demonstrate the importance of between-season variability in influenza transmission and our estimates are in line with the classification of influenza seasons according to intensity and vaccine matching.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Influenza presents as a mild disease in most healthy adults but is responsible for significant morbidity and mortality among vulnerable groups such as the elderly, patients with underlying health conditions and children. Recently, several countries have introduced routine vaccination of children for two main reasons. The first is that the rate of influenza hospitalizations in young children is as high as in elderly. The second is that children play an important role in influenza virus transmission, so that childhood vaccination would provide indirect protective effects for the community.

We developed a dynamic transmission model for seasonal influenza with the aim to be able to project the effectiveness and cost-effectiveness of mass vaccination strategies (Beutels et al., 2013). In this paper, we focus on the dynamic transmission model and estimate key parameters by fitting the model to an age-specific time series of influenza-like illness (ILI) incidence. The model relies on data from Belgium, such as ILI incidence, vaccination coverage and demographic data, though the concepts and methods are generally applicable. In Belgium, influenza vaccines are currently recommended for people over 50 years (with priority for those over 65 years), people with underlying chronic illness, pregnant women and health care workers (Beutels et al., 2013). In order to gain insights into the existing modelling approaches, we conducted a thorough literature review (details in Supplementary material), which yielded 25 articles presenting dynamic transmission
models for seasonal influenza. We classified these articles in four main groups based on the modelling approach used.

First, there are standard mathematical models such as SIR (susceptible–infectious–recovered) and compartmental extensions thereof that are mainly designed to capture single epidemics (e.g. Glasser et al., 2010). Second, another group of models extends the previous class by including adaptive parameters for seasonality such as seasonally forced transmission rates (e.g. Finkenstadt et al., 2005; Vynnycky et al., 2008). Influenza occurs in annual epidemics during the winter period, which has been related to many factors e.g. temperature and humidity, viral production, and contact patterns (Fuhrmann, 2010; Shaman and Kohn, 2009; Willem et al., 2012). Third, some narrative reviews focused on the comparison of various dynamic models (e.g. Ballesteros et al., 2009). Fourth, a final group focused on multi-strain models to evaluate the impact of cross-immunity between different influenza strains by means of theoretical derivations or simulations (e.g. Andreassen, 2003; Prosper et al., 2011).

We used the dynamic model of Vynnycky et al. (2008) as a basis for our model because it is an age-stratified model with seasonally forced transmission rates, including annual vaccination. As influenza is mainly spread from person to person through respiratory droplets, transmission depends directly on age-specific rates of making social contact. Over the last decade, important advances were made in the collection of social contact data to parameterize infectious disease transmission models, such as the large population-based survey conducted in eight European countries as part of the POLYMOD project (Mossong et al., 2008). The use of empirical observations to inform the ‘who acquires infection from whom’ matrix has been successfully applied to model the transmission of different airborne infections (Goeyvaerts et al., 2010; Kretzschmar et al., 2010; Ogunjimi et al., 2009; Wallinga et al., 2006), Vynnycky et al. (2008) were the first to use POLYMOD contact data to parameterize transmission rates for seasonal influenza.

In this paper, we propose to directly estimate the dynamic model parameters by fitting the model to multi-season ILI incidence. In many countries, ILI incidence is monitored via surveillance systems such as sentinel networks or online surveys (Vandendijck et al., 2013). We capture between-season heterogeneity by allowing for season-specific parameters, such that the associated uncertainty can be propagated in predictions for future epidemics and the evaluation of vaccination strategies. By contrasting model predictions against relevant incidence data, our approach improves upon the practice of imputing pre-specified values to uncertain parameters, such as transmission or waning rates, without formal model validation or sensitivity analyses. Parameter values for dynamic models of seasonal influenza were commonly chosen ad hoc or based on inadequate data, e.g. related to historical observations or pandemic influenza.

There are few examples of dynamic transmission models for seasonal influenza that were actually fitted to incidence data. Hsieh (2010) estimated age-specific transmission probabilities by fitting to cumulative pneumonia and influenza mortality data from a single low-intensity season, however, the fit to the crude mortality data seems dubious. Finkenstadt et al. (2005) developed a stochastic model to estimate the rate of antigenic drift from multi-season ILI incidence data. Their results supported the presence of immunity loss, which we will account for by assuming continuous waning after infection or vaccination. Their dynamic model as such was less relevant to our setting as it ignored annual vaccination and age-dependent transmission. The same was true for the deterministic model by Poletti et al. (2011), which was fitted to ILI incidence data from a single season using a least-squares approach and designed to estimate the impact of behavioural changes during the 2009 H1N1 pandemic. We elaborate on their least-squares method when fitting our model to multi-season ILI incidence data, including age-specific post-stratification weights.

Pitman et al. (2013, 2012) used a model similar to Vynnycky et al. (2008) to evaluate childhood vaccination in England and Wales. In both studies (Vynnycky et al., 2008; Pitman et al., 2012), parameter values were imputed rather than estimated by fitting the model to epidemiological data. However, during preparation of the current paper, Baguelin et al. (2013) presented another model with the same purpose, using an MCMC-based method to estimate model parameters from ILI incidence data. We briefly discuss the main differences between our approaches at the end of this paper.

2. Materials and methods

In this section, we first describe the ILI incidence data after which the dynamic transmission model is introduced, outlining its general structure, the interpretation of the parameters and the model assumptions. At the end of this section, we introduce the statistical methods used to estimate the parameters in the dynamic transmission model.

2.1. ILI incidence data

The ILI incidence data were collected from a sentinel network of general practitioners (GPs) in Belgium coordinated by the Scientific Institute of Public health. Each week, the GPs report the total number of ILI consultations by four age groups, 0–4, 5–14, 15–64 and ≥65 years, using the following case definition: sudden onset of symptoms, high fever, respiratory (i.e. cough, sore throat) and systemic symptoms (i.e. headache and muscular pain). Weekly estimates for the denominators are available as well, reflecting the population covered by the sentinel network. We analyze data from the last six pre-pandemic influenza seasons, from October 2003 to August 2009, as displayed in Fig. 3. The ILI incidence data are described in more detail by Hanquet et al. (2011) and Bollaerts et al. (2013).

Additionally, a fraction of ILI patients were swabbed by the GPs in the sentinel network during the influenza activity period and tested for influenza A and B. The swabbing of ILI cases was carried out ‘ad hoc’ using quota for each sentinel GP, but without any objective or consistent criteria, and was therefore likely age biased. Due to the non-systematic nature of the swabbing, the weekly laboratory-confirmed influenza case data were incomplete, especially in young children and individuals over 65 years of age. Further, there were few cases of influenza B in Belgium during the study period. We therefore fitted the dynamic model to ILI incidence data rather than to influenza-confirmed ILI incidence data, and calibrated model-based outcomes for the economic evaluation (Beutels et al., 2013).

We thus assume one generic influenza virus, which should be interpreted as an average of past influenza A and B strains. Therefore in our model, waning of immunity may capture actual waning of acquired immunity as well as lack of cross protection. The model partly captures season dominance of A and B strains and transmission heterogeneity by incorporating season-specific parameters.

2.2. Dynamic transmission model

2.2.1. General structure of the model

We elaborate on the model Vynnycky et al. (2008) and use the same notation. This is an age-stratified SEIRS model with vaccination, classifying the population into compartments of susceptible (S(t)), exposed (E(t)); infected but not yet infectious, infectious (I(t)), recovered (R(t)) and vaccinated (V(t)) individuals, as displayed in Fig. 1. Both recovered and vaccinated individuals are
assumed fully protected after infection and vaccination, respectively, until their immunity wanes. The population is stratified into age classes $a$ of length 1 year: $[0, 1], \ldots, [99, 100]$ years, and we assume demographic equilibrium. Belgian demographic data from 2009 obtained from Eurostat (2011) are used to determine the initial age-specific population distribution $N_a$ and to estimate an age-specific daily mortality rate $m_a$. We use time steps of 1 day to ensure high precision while maintaining computational feasibility. Short definitions of the parameters in Fig. 1 are provided in Table 1 and further explained below. The corresponding set of ordinary differential equations is given in the Supplementary material.

Each year, there are three time points of transition. We assume a realistic age-structured (RAS) model in which all individuals move to the next age group on August 31 of each year (Vynnycky and White, 2010). Individuals in the final age group (99 years of age) are removed from the population, and as many newborns as there were deaths in the preceding year, are introduced. Therefore, the total population size remains constant. Further, at time point $t_{\text{vacc}}$, any proportion of any age group may receive influenza vaccination, irrespective of their disease or vaccination history. Finally, each year at time point $t_{\text{seed}}$, a fraction $p_{\text{seed}}$ of the susceptible population within age group $[a_{1,\text{seed}}, a_{2,\text{seed}}]$ is seeded into the population as newly infectious individuals, to establish a new influenza epidemic. Note that Vynnycky et al. (2008) assume the above transition points in relation to ageing, vaccination and seeding, all occur at the same time on August 31.

The mass action principle relates the force of infection, $\lambda_a(t)$, to seasonally forced age-specific transmission rates:

$$\lambda_a(t) = z(t) \sum_{a'} \beta_{a,a'} I_{a'}(t), \quad (1)$$

where $\beta_{a,a'}$ denotes the average daily per capita rate at which an individual of age $a'$ makes effective contact with a person of age $a$, and $z(t)$ denotes a sinusoidal seasonality function (Vynnycky et al., 2008):

$$z(t) = 1 + \delta \sin \left( \frac{2\pi (t - t_0)}{365} \right), \quad (2)$$

reflecting the relative change of the basic reproduction number at time $t$, $R_0(t)$, from the average basic reproduction number, $\bar{R}_0$, measured at reference time $t_0$. The seasonal peak of

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{R}_0$</td>
<td>Average basic reproduction number measured at reference time $t_0$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Amplitude of the seasonality function $z(t)$ defined in (2), $\delta$ determines the peak value of the basic reproduction number ($0 \leq \delta \leq 1$)</td>
</tr>
<tr>
<td>$t_0$</td>
<td>Reference time for the seasonality function $z(t)$ defined in (2), at which the basic reproduction number equals $\bar{R}_0$. The seasonal peak of transmission is 3 months later</td>
</tr>
<tr>
<td>$t_{\text{vacc}}$</td>
<td>Time point of vaccination</td>
</tr>
<tr>
<td>$t_{\text{seed}}$</td>
<td>Time point at which infectious individuals are seeded into the population</td>
</tr>
<tr>
<td>$a_{1,\text{seed}} - a_{2,\text{seed}}$</td>
<td>Age group targeted for seeding infectious individuals into the population</td>
</tr>
<tr>
<td>$\rho_{\text{seed}}$</td>
<td>Proportion of susceptibles seeded into the population as infectious individuals</td>
</tr>
<tr>
<td>$f$</td>
<td>Daily rate at which exposed individuals become infectious</td>
</tr>
<tr>
<td>$r$</td>
<td>Daily rate at which infectious individuals recover and become immune</td>
</tr>
<tr>
<td>$w_i$</td>
<td>Yearly rate at which naturally infected individuals lose immunity</td>
</tr>
<tr>
<td>$w_v$</td>
<td>Yearly rate at which vaccinated individuals lose immunity (assumed equal to $w_i$)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Scale factor to calibrate model-based infection incidence to observed ILI incidence</td>
</tr>
</tbody>
</table>
transmission occurs three months after the reference time \( t_0 \). The amplitude parameter \( \delta \) is bounded \( 0 \leq \delta \leq 1 \) to ensure that \( \lambda(t) \geq 0 \). \( R_0 \) is calculated as the dominant eigenvalue of the next generation matrix with elements \( N_0 \beta_{a,a'} / r \), and \( R_0(t) = R_0^\ast(t) \).

### 2.2.2. Social contact hypothesis

We assume that age-specific transmission rates are directly proportional to age-specific rates of making social contact, \( \beta_{a,a'} = q_{a,a'} / N_0 \), where \( q \) is a proportionality constant directly related to the value of the average basic reproduction number, \( R_0 \). This is the so-called “social contact hypothesis” introduced by Wallinga et al. (2006), who were the first to augment seroprevalence data with data on conversational contacts to estimate transmission rates for airborne infections. We estimate the age-specific contact rates, \( c_{a,a'} \), from the Belgian POLYMOD contact survey conducted in 2006 (Mossong et al., 2008), assuming that contacts involving physical skin-to-skin touching and taking longer than 15 min are a good proxy for those events through which influenza transmission may occur. Previous modelling work revealed that this type of contact fits well the observed seroprevalence profiles for airborne infections such as varicella zoster virus and parvovirus B19 (Goeyvaerts et al., 2010, 2011; Ogunjimi et al., 2009; Melegaro et al., 2011).

The age-specific per capita contact rates, \( c_{a,a'} \), are estimated using the smooth-then-constrain approach described in Goeyvaerts et al. (2010). We fit a negative binomial generalized additive model to the number of reported contacts with age classes of length 1 year, using thin plate regression splines to model the mean as a two-dimensional flexible function of age. Note that this entails a continuous contact surface and that the spline basis dimension (taken to be 11) does not correspond to the contact matrix dimension. Subsequently, using age-specific population sizes obtained from demographic data, the estimated contact surface is constrained to account for reciprocity (Wallinga et al., 2006). To reduce boundary effects due to contact data sparseness for the elderly, the contact rates for individuals of age \( \geq 86 \) years are based on those of age 85 years. The estimated contact rates are displayed in Fig. 2, revealing a highly assortative mixing pattern.

### 2.2.3. Waning immunity

Genetic variation of the virus produces antigenic novel strains at such a high rate that most people who have had influenza or were vaccinated, are susceptible to a new circulating strain within a few years or even months after infection or vaccination (Earn and Levin, 2002; Kissling et al., 2013). In our model, this process is partially captured by allowing for waning immunity after natural infection or vaccination. The two waning rates, \( w_1 \) and \( w_2 \), are assumed to be equal and age-independent, in the absence of consistent empirical evidence. For example, the literature review by Skowronska et al. (2008) does not support the historic concern that vaccine-induced antibodies wane more quickly in the elderly compared to the young.

### 2.2.4. Vaccination coverage and vaccine efficacy

In Belgium, seasonal influenza vaccines are currently recommended for people over 50 years and for high risk groups (Beutels et al., 2013). We use the following age-stratified vaccination coverage estimates obtained from the Belgian Health Interview Survey of 2008 conducted by the Scientific Institute of Public Health: 0.066% for 6 months – 17 years (arising from a 1% coverage in children with co-morbidities), 11% for 18–49 years, 28% for 50–64 years, 50% for 65–74 years, and 71% for \( \geq 75 \) years (Beutels et al., 2013; Hanquet et al., 2011).

Two main types of influenza vaccines are currently registered in Europe: the trivalent inactivated influenza vaccine (TIV), which is injectable, and the live attenuated influenza vaccine (LAIV), which is given as a nasal spray. LAIV vaccine was not authorized in the European Union until 2011 and was not on the Belgian market during the study time period (European Commission, 2010). Therefore, for the purpose of the current paper, only TIV vaccine efficacy estimates are relevant (see below).

Our model assumes an all-or-none vaccine effect, which means that the vaccine effectively protects a fixed proportion of vaccinated persons, i.e. providing complete immunity against infection, while it completely fails in the remaining part. The effective vaccination coverage \( \gamma \) is consequently the product of the vaccination coverage and the vaccine efficacy for susceptibility (VE\(S_2 \)) and determines the fraction of the population that moves to the vaccinated state each year. Vaccine efficacy for infectiousness (VE\(I \)) for TIV was found to be non-significant based on experimental challenge studies in seronegative adults (Basta et al., 2008). Thus, there is no evidence that vaccinated infected individuals are less infectious compared with unvaccinated infected individuals. In view of these findings, we prefer applying an all-or-none vaccine instead of a leaky vaccine model.

VE\(S_2 \) estimates for TIV are only available from experimental challenge studies in seronegative adults (Basta et al., 2008). Therefore, we use estimates of vaccine efficacy for influenza-confirmed ILI (VE\(E_2 \) for susceptibility to disease, denoted VE\(S_2 \)P for VE\(E_2 \) for susceptibility to disease, denoted VE\(S_2 \)) obtained from randomized controlled trials and observational studies, as a proxy for VE\(S_2 \). These studies cover a broader age range and allow us to stratify VE estimates by both age and type of season, the latter according to influenza intensity (high-medium versus low intensity) and degree of matching between the vaccine and circulating viral strains (good-relative versus poor match). We use the VE\(S_2 \) values for TIV shown in Table 2, that are literature-based estimates obtained from influenza-confirmed ILI cases, i.e. based on culture and/or PCR. The literature review and computational details are described in the Supplementary Material.

### 2.3. Parameter estimation

#### 2.3.1. Weighted least squares

Vynnycky et al. (2008) impute pre-specified values, either literature-based or chosen “ad hoc”, to all model parameters presented in Table 1 (note that they do not consider \( \alpha \), in the absence of model fitting). For example, their base-case value of \( R_0 \) is 1.8, the best-fitting estimate for the 1957 influenza pandemic in the UK (Vynnycky and Edmunds, 2008). The parameters in Table 1 are uncertain and are likely to vary between populations and over time. Therefore, we propose to estimate these parameters from reported
numbers of ILI cases. Other parameters that are well recorded, such as demographic and vaccination parameters, are included in the model as fixed values.

We estimate the model parameters using a weighted least squares (WLS) approach. Let \( C_a(w_k) \) denote the number of ILI cases of age \( a \) in calendar week \( k \), \( w_k \), and let \( P_{a}(w_k) \) denote the corresponding denominator, i.e. the number of individuals of age \( a \) covered by the sentinel network in calendar week \( k \). The observed age-specific ILI incidence rate in calendar week \( k \) is then calculated as follows: \( Y_a(w_k) = C_a(w_k)/P_{a}(w_k) \). To simplify notation, we suppress the dependency of the model outcome on the input parameters. Let \( I_a(\tau) \) denote the number of newly infectious individuals of age \( a \) at time \( \tau \), and let \( N_a(\tau) \) denote the total number of individuals of age \( a \) at time \( \tau \), as predicted by the model. The model-based age-specific incidence rate in calendar week \( k \) then equals:

\[
Z_a(w_k) = \sum_i c_{w_k} I_{a}(\tau) / \sum_i c_{w_k} N_a(\tau).
\]

We estimate the model parameters by minimizing the weighted sum of squared differences between the observed ILI incidence rate and the scaled model-based incidence rate:

\[
\sum_{i=1}^{4} \sum_k y_{a}(w_k) \left[ I_a(w_k) - \alpha Z_a(w_k) \right]^2,
\]

where the weighted sum is taken over all weekly ILI observations, from week 40 in 2003 to week 35 in 2009, per age group \( a_i \): 0–4, 5–14, 15–64 and ≥65 years. The weights \( y_{a}(w_k) \) are proportional to the corresponding denominator \( P_{a}(w_k) \) and account for the unequal population sizes represented by the different age groups. The scale factor \( \alpha \) calibrates the model-based incidence rate to the observed ILI incidence rate. This factor may absorb several effects, such as the probability for an infected individual to show symptoms, the GP consultation rate, i.e. the probability for a symptomatic infected to consult a GP, and the ILI reporting rate, i.e. the probability for a GP to report a symptomatic influenza case as ILI.

The WLS (3) is a direct measure of goodness-of-fit, with smaller values indicating a better fit to the ILI incidence data. The score is penalized such that models predicting more than 10 new cases per week during at least 10 weeks outside the influenza season from calendar week 40 to 20 are discarded.

### 2.3.2. Variable selection and optimization

We implemented the dynamic transmission model in Matlab. Starting from a completely susceptible population, the model is pre-run over a burn-in period of five influenza seasons to generate background immunity due to historical infection or vaccination. Our analysis consists of two stages. First, we explore the parameter space and identify influential parameters by sampling from a Latin hypercube design and by performing feature selection using Pareto-aware symbolic regression (SR) (Willem et al., 2014). Second, based on the results from the feature selection, we define a set of nested ‘candidate’ models with decreasing parameter complexity and obtain parameter estimates using an optimization algorithm.

Using a Latin hypercube design, we sample parameter combinations from a 12-dimensional parameter space, assuming all parameters are constant across seasons (parameters in Table 1 and parameter ranges in Supplementary material). Each parameter combination is then used to run the dynamic model. Using Pareto-aware SR, we analyze the relationship between the parameter values and the WLS obtained for the observed ILI incidence data.

SR aims to capture input-response behaviour with algebraic expressions, without any prior assumptions of model structure (Smits and Kotanek, 2005; Vladislavleva, 2008). First, input variables are randomly combined into expressions using a predefined set of mathematical operators. Second, the resulting expressions are scored by their complexity (i.e. number of parameters and type of operators involved) and prediction error \( 1 - R^2 \), with \( R \) the Pearson correlation coefficient between the observed and predicted responses (here: WLS). Both objectives are minimized and only the best scoring expressions are retained. Third, the remaining expressions are combined or adapted randomly. Next, the expressions are again scored, selected and so on. This evolutionary process is repeated over many generations to obtain an ensemble of expressions with low prediction error. The complexity objective avoids excessive growth of the expressions and the presence of a parameter in a sufficiently evolved population indicates the variable importance (Stijven et al., 2011). We use the SR algorithm from the DataModeler package in Mathematica (DataModeler, 2011).

Based on the feature selection, we define a set of nested models with decreasing parameter complexity. For each ‘candidate’ model, we use the GlobalSearch algorithm from the Matlab Optimization Toolbox to estimate the parameters. GlobalSearch initiates a gradient-based local solver (fmincon) from multiple starting points. Parameter constraints are taken into account when generating initial points and running the optimization algorithm (Supplementary material). We repeat this optimization process for 1000 different random number streams and select the ‘best’ set of parameter estimates i.e. corresponding to the lowest WLS value.

### 3. Results

#### 3.1. Symbolic regression and variable selection

We generated 50,000 parameter combinations using a Latin hypercube design and selected the subset corresponding to the 30% lowest values of WLS (a trade-off between information and noise) for further analysis and feature selection using symbolic regression. The relative parameter presence in the model ensemble obtained from ten independent evolutions, indicated the following main parameters driving goodness-of-fit to the ILI incidence data (table in the Supplementary material): the average basic reproduction number \( R_0 \), the scale factor \( \alpha \) and the waning rate \( w_1 = w_w \) (present in >80% of expressions) followed by the amplitude \( \delta \) and the reference time point \( t_0 \) (presence ≈40%). The following parameters were found less important in explaining the WLS: \( t_{\text{peak}}, P_{\text{seed}}, a_{1, \text{seed}} - a_{2, \text{seed}}, r \) and \( f \) (presence ≤30%) and their values were fixed in the model as outlined below. The seeding time point \( t_{\text{seed}} \) also did not substantially influence the WLS (presence of 12%), however, because the timing of the epidemic peak substantially differs between seasons (Fig. 3) we retained both the reference and seeding time points \( (t_0 \) and \( t_{\text{seed}}) \) in the model as potential season-specific parameters.
We assumed that vaccination took place on October 10 each year, as influenza vaccines in Belgium are generally administered in the second or third week of October. We seeded 200 individuals in each age class of 5–50 years at time point $t_{\text{seed}}$, following Vynnycky et al. (2008). Finally, values for the average latent and infectious period were chosen based on the source references of the studies selected in our literature review of dynamic transmission models (Supplementary material and Beutels et al., 2013). There were two eligible source references: a review of experimental challenge studies measuring viral shedding as a proxy for infectiousness (Carrat et al., 2008) and a longitudinal study in households (Cauchemez et al., 2004). These studies suggested an average latent period of $1/\beta = 1.0$ days (Glaser et al., 2010) and an average infectious period of $1/\gamma = 3.8$ days (Glasser et al., 2010; Cauchemez et al., 2004). Even though it has been suggested that children on average have a longer infectious period than adults, there is no actual data to support this assumption.

3.2. Model fit and parameter estimates

In a first model (Model 1), we allowed the parameters $R_0$, $t_0$ and $t_{\text{seed}}$ to be season-specific in order to capture between-season variability, e.g. due to the underlying circulation of different influenza strains. The intensity of influenza transmission, the timing of the seasonal peak of transmission and the timing of seeding were thus allowed to vary between seasons. Meanwhile we kept the amplitude $\delta$, the waning rates and the scale factor $\alpha$ constant across all seasons to maintain parsimony and ensure identifiability. We then considered three submodels of decreasing complexity: a model with constant $t_{\text{seed}}$ (Model 2), a model with constant $t_{\text{seed}}$ and $t_0$ (Model 3), and a model without season-specific parameters (Model 4).

The parameter estimates obtained with the GlobalSearch algorithm are presented in Table 3, while Fig. 3 shows the fit of Model 3 to the age-stratified ILI incidence data. The fit of the other models are presented in the Supplementary Material. Allowing the average basic reproduction number $R_0$ to be season-specific (Model 4 versus Model 3) greatly improves the fit to the ILI incidence reported through the Belgian surveillance system: the WLS decreases from 2150 to 877. Additionally allowing $t_0$ and $t_{\text{seed}}$ to vary by season seems to have a modest impact on model fit.

The model-based and observed total number of ILI cases are similar for Models 1–3 (Fig. 3 and Supplementary material). The season-specific ratios are fairly close to 1, though the dynamic models tend to underestimate the total number of reported ILI cases per season, with the largest differences observed for seasons 04–06 and 07–08. However, early case reports during these seasons are likely confounded by other pathogens causing ILI and circulating before the actual influenza epidemic. The quality of the fit does not differ substantially between age groups. The total number of ILI cases per season is best approximated for the age group of 15–64 years, whereas the models tend to underestimate the total incidence for children aged 5–14 years.

Parameter estimates can only be interpreted conditionally on the model structure and the values of the other parameters. Nevertheless, we observe some common features across different models. For example, $R_0$ is estimated to be highest in 03–04 and lowest in 05–06, 06–07 and 07–08 (Table 3 and Fig. 4, upper panel), which corresponds well with the seasonal classification in Table 2. The 03–04 season was dominated by the new A/Fujian/411/2002 strain, which was not matched with the influenza vaccine of that year.
causing a severe epidemic (Paget et al., 2005). While values of $R_0$ are generally higher for Models 2 and 4, this seems to be compensated by a smaller waning rate. Analyzing the 10% best results obtained with the GlobalSearch algorithm indeed reveals a strong correlation between $R_0$, the waning rates and the scale factor $\alpha$.

Models 1, 3 and 4 have reference time estimates in September–October, which means that the seasonal peak of transmission would occur in December–January. On the other hand, large variability in $t_0$ is observed for Model 2 with transmission peaks occurring in December–March. Estimates of the seeding time vary substantially between models, possibly indicating a lack of identifiability. Estimates of the average duration of vaccine and naturally induced immunity range from 2.3 to 4.0 years.

### 4. Discussion

This paper presents a dynamic transmission model for seasonal influenza, designed to evaluate age-specific vaccination strategies, with parameters directly estimated by fitting the model to relevant data of influenza-like illness. This approach greatly improves upon the existing practice of imputing pre-specified values to the parameters, without adequately validating the dynamic model outcome. Studies have already indicated the importance of parameter estimation and accounting for uncertainty when using dynamic transmission model outcomes as input for health economic evaluation (Bilcke et al., 2011; Jit and Brisson, 2011). With this work we illustrate another important dimension of uncertainty related to the parameterization of the dynamic model.

It is difficult to compare our parameter estimates directly to literature-based ones, since the interpretation of parameters depends on model parameterization and assumptions as well as the population under study, and moreover, we have found that some parameters are highly correlated. Nevertheless, we can derive an estimate of the effective reproduction number over time, $R_e(t)$, which is an important model summary statistic reflecting transmissibility as well as susceptibility (Fig. 4, lower panel). Chowell and Viboud (2008) estimated $R_e$ from influenza-related mortality

| Parameter estimates for the candidate dynamic transmission models obtained by fitting to ILI incidence data from Belgium (2003–2009) using weighted least squares. |
|---------------------------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Model 1                        | $R_0$      | 3.81        | 2.91        | 2.50        | 2.70        | 2.64        | 3.05        |
| WLS=831                        | $\delta$   | 0.14        |             |             |             |             |             |             |
| $t_0$                          | 01/09      | 30/10       | 22/10       | 24/10       | 29/10       | 03/10       |             |             |
| $t_{seed}$                     | 11/11      | 22/12       | 01/12       | 28/12       | 29/11       | 29/12       |             |             |
| $\alpha$                       | 0.18       |             |             |             |             |             |             |             |
| Model 2                        | $R_0$      | 5.06        | 3.83        | 3.29        | 3.71        | 3.71        | 4.09        |
| WLS=830                        | $\delta$   | 0.14        |             |             |             |             |             |             |
| $t_0$                          | 08/09      | 10/10       | 22/11       | 02/11       | 05/09       | 04/12       |             |             |
| $t_{seed}$                     | 30/12      | 0.32        |             |             |             |             |             |             |
| $\alpha$                       | 0.21       |             |             |             |             |             |             |             |
| Model 3                        | $R_0$      | 3.99        | 2.65        | 2.22        | 2.19        | 2.18        | 2.44        |
| WLS=877                        | $\delta$   | 0.52        |             |             |             |             |             |             |
| $t_0$                          | 22/10      | 10/10       |             |             |             |             |             |             |
| $t_{seed}$                     | 0.38       |             |             |             |             |             |             |             |
| $\alpha$                       | 0.21       |             |             |             |             |             |             |             |
| Model 4                        | $R_0$      | 4.60        |             |             |             |             |             |             |
| WLS=2150                       | $\delta$   | 0.09        |             |             |             |             |             |             |
| $t_0$                          | 12/09      |             |             |             |             |             |             |             |
| $t_{seed}$                     | 12/01      |             |             |             |             |             |             |             |
| $\alpha$                       | 0.25       |             |             |             |             |             |             |             |

Fig. 4. Evolution of the basic reproduction number (upper panel) and effective reproduction number (lower panel) estimated by Model 1 (red), Model 2 (green) and Model 3 (blue). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
data during one month prior to the epidemic peak across three decades of influenza in the US, France and Australia. Fig. 4 shows that our results match quite well with their estimated average of 1.3 (95% CI: 1.2, 1.4) (Chowell and Viboud, 2008). Note that small differences in model parameterization entail substantial differences between the estimated evolutions of $R_0$ whereas the estimates of $\kappa_i$ are still fairly similar (Fig. 4). Our results are also in line with other studies showing substantial between-season transmission variability for influenza, partly explained by season dominance of influenza A and B strains (Chowell and Viboud, 2008; Edlund et al., 2011).

The fit of the models were not indicative of a systematic age bias, though underestimation of the total incidence was more pronounced in children of age 5–14 years. This could be due to age-specific heterogeneity that is not represented by our dynamic model e.g. related to inherent differences in susceptibility or infectivity, potential transmission events not captured by the social contact survey, or over-reporting of ILI in children by the sentinel GPs. We indeed assumed that the GP reporting rate was constant over time and, i.e. that the reported ILI incidence are representative of the true ILI incidence. In the absence of auxiliary data, it is difficult to disentangle these effects. Furthermore, we assumed that ILI incidence correlates well with true influenza incidence whereas ILI might also reflect infections from other pathogens such as RSV. Comparing age-stratified ILI incidence to influenza-confirmed ILI incidence shows that the seasonality and the peaks coincide well (Beutels et al., 2013). We also assumed that physical contacts with a total duration of more than 15 min are a good proxy for influenza transmission and that these contact rates are constant throughout the year. Note that our model partly captures time-varying contacts rates through the sinusoidal seasonality function. Since $VESP$ ignores asymptomatic cases, the proportion of effectively vaccinated might be overestimated. Experimental challenge studies show that the proportion of symptomatic illness in the vaccinated infected is smaller than in the unvaccinated infected, and thus $VE_S < VESP$ (Basta et al., 2008).

Estimating the parameters in the dynamic transmission model was a non-trivial computationally intensive task, even for the model without season-specific parameters (Model 4). The GlobalSearch algorithm turned out to be sensitive to the initial values and was only able to identify local optima. It was therefore impossible to assess the variance of parameter estimates and to account for the uncertainty originating from the contact data. This precluded the assessment of model identifiability and a simulation study to test the performance of our estimation approach. As future research, we aim to explore and compare likelihood-based and Bayesian approaches using Markov Chain Monte Carlo (MCMC) techniques. Recently, advances have been made in using Bayesian approaches to estimate dynamic transmission model parameters, mainly in the context of rotavirus infection (Baguelin et al., 2013; Bickle et al., 2015; Weidemann et al., 2014). Note that our approach does not account for serial correlation in the ILI case reports, however, a methodological extension would not be straightforward.

This work differs from Baguelin et al. (2013) who used MCMC to fit their model to ILI incidence data combined with virological confirmation of ILI cases and auxiliary serological data for one season. For Belgium, serological data were not available. Baguelin et al. (2013) considered a strain-specific model and stratified the population by seven age groups. While their Bayesian estimation approach allowed quantifying uncertainty, also with respect to the contact data, the method is highly data-driven and each season and each strain circulating within that season was modelled in isolation. In contrast, we assumed one generic influenza virus and modelled influenza dynamics across multiple seasons including waning and boosting of immunity, facilitating future projections of vaccination.

Though the assumption of a generic influenza virus is a strong one, there are other seasonal influenza modelling studies that made the same assumption (Finkenstadt et al., 2005; Axelsen et al., 2014). Extending our model to account for the diversity of circulating strains which differ from year to year would require many additional assumptions and would likely be a poorer approximation of reality. The advantage of our approach is that it relies on a format of ILI incidence data, as they prevail in many countries using a variety of surveillance systems. Our method could thus prove useful to countries with smaller sized populations and can be used to model ILI incidence from participatory (syndromic) surveillance as well (e.g. Influenzazet).

Axelsen et al. (2014) very recently published a modelling approach similar to the one described in this paper. They fitted an SIRS model to multi-season ILI data from Tel Aviv, Israel, also assuming that ILI incidence is representative of true influenza incidence and modelling disease dynamics neutrally for all strains. Axelsen et al. (2014) also allowed for continuous waning of immunity to capture antigenic drift and included season-specific parameters to model large antigenic jumps. They did not consider the impact of seasonal vaccination nor age-related risk, since their goal was not to use the model to project vaccination scenarios, but to understand the relative contribution of various seasonal drivers. Axelsen et al. (2014) showed that climate variables (temperature, humidity) are important covariates for the seasonality function. Though it is very useful to explore the impact of climate-related dynamics, the use of this model for long-term predictions is not yet possible.

In order to appropriately account for herd immunity when making projections of the effectiveness and cost-effectiveness of different large-scale options for seasonal influenza vaccination, a dynamic transmission model should be incorporated with health economic evaluation (Beutels et al., 2002). The structure and parameter assumptions in dynamic transmission models are extremely influential for such projections, since they extend on the age-specific incidence of ILI and influenza infections. The method we proposed here for parameter estimation instead of imputation is a step forward to improving such projections. The dynamic transmission models resulting from this study were further used to evaluate the impact of various age-stratified vaccination scenarios in Belgium (Beutels et al., 2013).
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